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The objective of this study was to implement and test a computational methodology designed for robust
and accurate prediction of spray-bar droplet dispersion for aeropropulsion icing tests. The three-dimen-
sional methodology combines the NPARC code and a modi� ed KIVA-II code (K-ICE). A validation study
was completed to test the stochastic eddy model for turbulent dispersion calculations. Parametric studies
were completed on an extracted domain slice of an NPARC air � ow� eld solution for an aeropropulsion
test cell. The parametric studies tested the in� uence of computational, spray, vapor, and tunnel charac-
teristics on liquid water content (LWC) spatial distribution. Results showed the strong sensitivity of LWC
uniformity to turbulent kinetic energy, and initial droplet velocity and temperature. In addition, two
calculations were performed on the full domain solution with two different nozzle spray arrangements.
The predicted accretion patterns were similar to those found experimentally, although high-resolution
simulations showed that LWC distributions at the test section can exhibit signi� cant nonuniformity on
small spatial scales.

Nomenclature
A = area
CD = drag coef� cient
cm = turbulent length scale coef� cient = 0.09
D = Fick’s law diffusion coef� cient
g = gravity acceleration vector
k = turbulent kinetic energy
Np = number of particles or droplets in a parcel
NÇ p = number parcels injected per second per

nozzle
np = average number of parcels collected per bin
p = pressure
r = radius
T = temperature
t = time
te = eddy lifetime
tf = collection time for LWC measurement
tt = particle– eddy traversal time
tturb = particle– eddy interaction time
u = velocity vector, u i 1 v j 1 wk
x = position vector, x i 1 y j 1 z k

2Y = particle dispersion
Dt = time step
D x = mesh size
D xp = particle or parcel position change
dx 9p = random position change
« = turbulent dissipation
m = viscosity
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n = kinematic viscosity
r = density

sÇr = spray vapor source term
s = LWC uniformity

Subscripts
air = air variable
i = injection variable
K-ICE = K-ICE (calibrated) value
KIVA-II = KIVA-II (uncalibrated) value
p = droplet, particle, or parcel variable
v = vapor variable
32 = Sauter mean variable

Superscripts
n = variable at time n
9 = � uctuating (turbulent) component variable

Ç = time rate of change of variable

¯ = mean variable

Introduction

G ROUND-BASED reproduction of cloud-induced icing
conditions has taken on a consistent form. Whether the

test facility is designed for propulsion testing, such as the Ar-
nold Engineering and Development Center (AEDC) Engine
Test Facility J-2 test cell,1 or aerodynamic testing, such as the
NASA Lewis Icing Research Tunnel,2 water is typically
sprayed by the nozzles of a system of spray-bars in an up-
stream portion of a dry air wind tunnel. In such designs, warm
water is atomized by high-pressure air within each of the noz-
zles located at the trailing edge of the spray-bar. The resulting
mist, composed of appropriately sized water droplets, is en-
trained by the moving tunnel air in the wake of the spray bars,
where it goes into a supercooled state based on the subfreezing
air temperatures. The supercooled microdroplets are then trans-
ported downstream and dispersed with the objective of form-
ing a uniform droplet cloud within the test section to mimic
atmospheric icing conditions.3

A primary design consideration of the ground-based icing
cloud is the distribution and quantity of liquid water content
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(LWC) at the test section. LWC is de� ned as the mass of liquid
water per unit volume of air, and its uniformity at the test
section is considered a primary performance characteristic. Be-
cause trial-and-error adjustment of nozzles or test conditions
can prove prohibitively expensive, computational methods
have been proposed to numerically simulate the ground-based
icing cloud by using a two-phase � ow algorithm. Since tur-
bulent dispersion can be an important means of achieving spa-
tial uniformity, such physics should be properly accounted for
by the algorithm.

The objective of this study was to develop an accurate and
robust numerical algorithm for the modeling of the icing cloud
� ow� eld of an icing wind tunnel with spray bars. The devel-
oped algorithm was used to quantify effects of the primary
aerothermodynamic parameters on LWC uniformity to aid in
designing future icing tunnels. This particular study focuses on
modeling ground-based icing clouds in the AEDC Aeropro-
pulsion Test Facility (ASTF). The results, however, are thought
to be generally applicable to many spray-bar icing tunnels
(aerodynamic and propulsion).

Numerical Methodology
Loth4 proposed a computational strategy for the simulation

of the � ow� eld in an icing wind tunnel. Because turbulence
modulation and droplet effects on gas-phase momentum are
negligible as a result of low overall droplet mass loading, the
air-phase solution can be computed a priori with a single-phase
internal � ow solver. Therefore, the proposal involved a two-
part scheme: 1) an air� ow calculation followed 2) by droplet
and vapor-phase calculations. The droplet and vapor phases
can be calculated using a particle trajectory/species diffusion
code. The trajectory portion computes turbulent dispersion by
a stochastic eddy method, for which the air-phase solution pro-
vides turbulent energy and dissipation � elds. Droplet collisions
are ignored based on the highly dilute conditions of typical
icing tunnels.

The two types of calculations were performed using two
proven � ow solvers in a sequential fashion. The � uid solver
used for the air� ow calculation was NPARC.5 Whereas, all
particle (solid or liquid droplets) and vapor calculations have
been completed using a modi� ed version of KIVA-II,6 written
at Los Alamos for internal combustion engine study. The mod-
i� ed version of KIVA-II used to investigate spray-bar con� g-
urations for icing conditions is referred to herein as K-ICE.
Using the steady-state solutions of the air� ow velocity, density,
temperature, and turbulence quantities from NPARC, the water
liquid and vapor phases are then computed with K-ICE. This
architecture enables the more ef� cient use of computer time
when parametric studies of different spray conditions for the
same tunnel air� ow conditions are to be completed. The fol-
lowing provides a brief overview of the governing equations
for the vapor and particle phases in KIVA-II.

Vapor generated by the evaporation of droplets will have a
negligible effect on the momentum of the air in the icing wind
tunnel. This is because the vapor constitutes a very small frac-
tion of the gas mass at low-temperature conditions. Therefore,
there will be a one-way coupling of the air and vapor mo-
mentum. Using the spatially varying mean gas velocity ū and
temperature T for the air and vapor provided from a three-
dimensional NPARC calculation, the governing equation of the
vapor density is given by the following:

­r rv v s1 = ? (r ū) = = ? rD= 1 Çr (1)v F S DG­t r

where rv is the partial vapor density (the fraction of gas density
that is attributable to water vapor) and r is the total gas density.
The equation is solved by the � nite volume method and an
arbitrary Lagrangian – Eulerian (ALE) scheme of KIVA-II.6

Particle (or droplet) movement is dictated by the coupling
of two equations of motion. The particle trajectory is governed
by the following:

d xp
= u (2)p

d t

where xp is the particle location and up is the particle velocity.
The particle acceleration is affected by only aerodynamic drag
and gravity if the particle density is much greater than the gas
density (rp >> r).7 Thus, the particle velocity can be found by
solving a standard equation of motion for a spherical droplet
of rp

du 3 r u ū 1 u 9 2 u up p
= (ū 1 u 9 2 u )C 1 g (3)p D

d t 8 r rp p

where u 9 is the � uctuating component of the gas velocity. Be-
cause all particles are considered spherical, CD is taken to be

2/3C = (24/Re )[1 1 (Re /6)] Re # 1000D p p p

= 0.424 Re > 1000 (4)p

where

2r u ū 1 u 9 2 u u rp p
Re = (5)p ˆm(T )

T̂ = (T 1 2T )/3 (6)p

where Tp is the particle temperature. Droplets will experience
radius change caused by evaporation, the rate of which is dic-
tated by the Frossling correlation outlined in Ref. 6. This con-
tributes to the spray vapor source term of Eq. (1).

A single value of u 9 is used for each particle when that
particle is within a given eddy. It is a random value that fol-
lows a Gaussian distribution with a standard deviation of

. When the particle enters an eddy, u 9 is chosen and the2k/3Ï
particle will experience this velocity for an approximate period
of time called tturb. This time is the minimum of either te or tt,
for example, in KIVA-II the following expression is used:

3/4 3/2k c k 1m
t = min(t , t ) = min , (7)turb e t S D« « u ū 1 u 9 2 u up

where cm is equal to 0.09.
Based on the previous discussion, the value is found bynu p

using a � nite difference approximation to Eq. (3). The calcu-
lation of particle trajectories is then completed by solving the
Lagrangian � nite difference approximation to Eq. (2). This is

n11 n nx = x 1 Dtu 1 dx 9 (8)p p p p

Note that in this equation, the subscript p now refers to parcels
rather than particles. Each parcel represents Np particles, all
with identical properties. In the previous equation, is adx 9p
random position change chosen from a prescribed distribution
based on , and is nonzero only when Dt > tturb, as discussednu p

in Ref. 6.

Validation
NPARC has been the subject of extensive validation,8 which

was important since no measurements of � ow characteristics
of the ASTF tunnel are available for comparison with the pre-
dictions. K-ICE was validated with results from a solid particle
dispersion experiment. Although evaporation effects were not
considered in these dispersion calculations, the validation al-
lows critical investigation of the ability to predict turbulent
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Fig. 2 Gray-scale distribution of axial velocity, w (cm/s) in the
center vertical plane of the one-quarter domain ASTF � ow� eld as
computed by NPARC. Black corresponds to the minimum value
of 3600 cm/s and white corresponds to the maximum value of
10,800 cm/s.

Fig. 1 Particle dispersion as a function of time for the Snyder
and Lumley9 experiment shown with symbols and with particle
diameter and density in parentheses given in units of mm and
g/cm3, respectively. Present predicted values of K-ICE shown with
solid lines.

diffusivity, a critical mechanism to predicting LWC distribu-
tion. Therefore, it is important to quantify the robustness of
the stochastic eddy model for conditions similar to those ex-
perienced in icing tunnels.

Snyder and Lumley9 performed particle dispersion measure-
ments in a vertical wind tunnel. The turbulence was generated
by the presence of a grid of mesh size 2.54 cm at an upstream
portion of the tunnel (z = 0). Four particle types were studied.
All � ow variables, including k and «, were measured or de-
rived and expressed as functions of the tunnel axial position
z. There were no variations of conditions in the x or y direc-
tions and gravity acted in the negative z direction. The time-
averaged air velocity in the downstream direction w̄ was mea-
sured at 655 cm/s with no mean velocity components in the
lateral directions, i.e., ū = = 0. The data set has been usedv̄
successfully in many particle code validation cases,8 including
Gosman and Ioannides10 and Shuen et al.11

Because all � ow variables were measured and presented by
Snyder and Lumley,9 an NPARC calculation as an input to K-
ICE was not necessary for this study. All required � ow vari-
ables were assigned to an appropriate grid. The values for k
and « were assigned directly based on the particle z position
to eliminate the in� uence of the grid spacing in the calculation
of turbulent dispersion.

Four types of particles, initialized by their radius and den-
sity, were injected along the centerline with velocity wp = 655
cm/s at z = 50.8 cm. Turbulent dispersion was quanti� ed by
measuring the mean-square of lateral movement of each2Y
particle from an initial position at z = 172.72 cm. The time of
crossing this z position was de� ned as zero seconds. For the
numerical simulations, 800 particles were used in each case,
as compared to approximately 700 particles used experimen-
tally.

Large errors in predicted dispersion were found when using
the original de� nitions for the eddy interaction time provided
by KIVA-II. There was much more dispersion calculated than
was measured by Snyder and Lumley9 (note KIVA-II had not
previously been directly validated against turbulent dispersion
data). Shuen et al.11 noted that because of somewhat arbitrary
de� nitions of eddy length and time scales, such stochastic
models typically require calibration. Modifying te and tt, orig-
inally included in KIVA-II, led to increased accuracy. There-
fore, with respect to the Snyder and Lumley data,9 the new
eddy interaction time is the minimum of eithertturbK-ICE

t = 0.20t = 0.20(k/«) (9)e eK-ICE KIVA-II

3/4 3/2c k 1m
t = 1.4t = 1.4 (10)t tK-ICE KIVA-II « u ū 1 u 9 2 u up

Note that other studies have used similar coef� cients for te,
such as 0.235 (e.g., Lu et al.12) and 0.201 (e.g., Shuen et al.11).

For the modi� ed time scales, results for the four particle types
in terms of are shown in Fig. 1. Across the range of particle2Y
densities and sizes, dispersion is modeled fairly accurately for
all times. Typically, the dispersion of the heavier particles were
dominated by the transit time, whereas the lighter particles
were dominated by the eddy lifetime. Note that icing simula-
tions use water droplets with approximately the same density
as corn pollen, and which traverse the � ow� eld in less than
100 ms. Therefore, the droplets are more likley to be dispersed
by eddy lifetime mechanisms.

Test Conditions
This study sought to model a typical AEDC ASTF icing test

cell condition; speci� cally, a test section Mach number of 0.4
with a static pressure of approximately 0.5 atm and a static
temperature of approximately 261 K. Only a quarter-section
computation of the ASTF � ow� eld was computed with
NPARC because of spray-bar and tunnel symmetry. The
NPARC solution for streamwise velocity w̄ in the y = 0 plane
is shown in Fig. 2. Flow direction is left to right. Note the
spatial nonuniformities caused by the spray-bar wakes at the
far upstream portion of this � gure.

Two separate studies were conducted with K-ICE using this
single ASTF air � ow� eld solution. The � rst study included a
series of parametric tests using an extracted slice of the one-
quarter domain solution, which incorporated � ow between two
spray bars extending from the center of the tunnel to the wall.
The spray nozzles were placed according to actual geometries
and several varying conditions were run to witness the effects
of parameter changes on the � ow� eld. In the second study, the
complete one-quarter domain was used for computations for
two different nozzle spray arrangements. Both studies are de-
scribed next.

Parametric Studies on an Extracted Slice Domain

A slice of the computational domain and NPARC gas-phase
solution for the ASTF wind tunnel was extracted and used as
a test section for various computational and physical parameter
variation studies of droplet dispersion. This reduced three-di-
mensional computational domain was used to allow several
parameter variations without requiring the excessive compu-
tational resources of the one-quarter section three-dimensional
simulations. The extracted region was chosen based on all grid
points within an area between the midline of the � rst and sec-
ond spray bars. Figure 3 is a schematic diagram of the quarter-
section of the test cell that was solved with NPARC and shows
the small section that was extracted to provide the grid of the
partial domain. The number of vertices in each direction that
form the partial extracted domain are identi� ed. Also in this
� gure is the spray-bar arrangement for the tunnel quarter sec-
tion with an enlarged view of the two spray bars within the
extracted region. The slice in the x – y plane (indicated by the
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Fig. 3 Schematic diagram of the quarter-section of the test cell
that was solved with NPARC and the small section that was used
to provide the grid of the extracted slice domain. A close-up of
the spray bar-nozzle con� guration of the extracted grid is also
shown.

Table 1 Baseline case
computational parameters and

� ow conditions

Variable Value

NÇ p 40,000 parcels/nozzle/s
Dt 0.12 ms
tturb tturbK-ICE

pv 0 (everywhere)
rÇp based on pv

rp32i
10 mm

u u upi
5000 cm/s

Tpi
300 K

T 273 K
p 0.5 atm
k/kNPARC 100%

Table 2 Varied computational
parameters and � ow conditions

for extracted slice domain

Case Variable Value

1a NÇp 20,000 parcels/nozzle/s
1b Dt 0.24 ms
1c tturb tturbKIVA-II

2a pv Nonuniform
2b rÇp 0
3a rp32i

25 mm
3b uu upi

2500 cm/s
3c Tpi

310 K
4a T 249 K
4b p 0.33 atm
4c k/kNPARC 80%

region within the dashed lines) was made to include two half-
rows of nozzles. Note that the nozzles spray from the down-
wind side of the spray bars in the positive z direction. Actual
nozzles were con� gured in the staggered fashion as shown in
Fig. 3, spraying in a hollow cone with an included angle of
70 deg and a secondary spray angle of 12 deg, simulating the
hollow cone atomizer used in the ASTF test cell.

Several tests were conducted using the extracted � ow� eld
and appropriate boundary conditions. These droplet boundary
conditions assumed that all computational boundaries except
the in� ow and out� ow were treated as re� ective tunnel walls,
i.e., the particles hitting these boundaries were bounced elas-
tically. This condition was employed because the extracted grid
boundaries were always nearly coincident to the streamlines
of the � ow� eld and because spray-bar symmetry was assumed
in the x and y directions. In addition, changing to a stick con-
dition at the boundaries, which coincided with tunnel walls,
yielded a negligible effect on mean LWC or its uniformity. A
baseline case (case 0) and four sets of computations were com-
pleted with K-ICE. Except for the identi� ed parameter or as-
sumption investigated for each case, the different cases de-
scribed next had the same characteristics as the baseline case
(see Table 1):

1) Computational parameters to investigate numerical sen-
sitivities with respect to a, NÇp; b, Dt; and c, tturb.

2) Computational assumptions with regard to droplet evap-
oration: a, nonuniform vapor pressure distribution pv, i.e., in-
clusion of water vapor convection/diffusion along with droplet
trajectories; and b, negligible evaporation rÇp, i.e., no evapora-
tion or vapor convection/diffusion.

3) Droplet parameters to investigate sensitivity to changes
in a, injected droplet Sauter mean radius ; b, ; and c,r uu up p32i i

droplet injection temperature .Tpi

4) Tunnel conditions to study sensitivity because of air � ow-
� eld changes in a, tunnel mean static temperature T, p con-
stant; b, tunnel mean static pressure p, T constant; and c, tunnel
turbulence as a percent of the computed turbulent kinetic en-
ergy k/kNPARC.

Each of these cases is identi� ed by the number and letter
just speci� ed. Injected values are given a subscript i. The var-
ied values for all cases can be seen in Table 2.

Speci� c values for the parameters were chosen based on
several constraints. For the baseline case, the maximum com-
putational accuracy was desired, whereas the variation cases
tested less computationally intensive conditions for assessment
of error and cost savings. Some parameter values represent
conditions for different experimental test cases. Other values
were chosen to help estimate in� uence of experimental or
NPARC numerical uncertainty with respect to mean LWC and
its uniformity.

Two of the tests warrant more detailed comments. To test
whether computation of the water vapor spatial distribution
was important, case 2a was considered where the vapor � eld
was fully simulated. The results were then compared to the
baseline case where the vapor � eld was simply taken to be
uniformly negligible (pv = 0). Note that the tunnel tempera-
tures for this comparison were at the maximum value for
which icing tunnels might be expected to operate to test the
vapor elimination assumption for an extreme condition. It will
be seen later that the assumption of pv = 0 is very reasonable
for these types of � ows, allowing for signi� cantly reduced
computational costs in the remaining parametric cases. A sec-
ond test case to describe further is that of 2b, for which the
vapor � eld is considered to be saturated everywhere, such that
droplet evaporation will be negligible (rÇp = 0).

For each of the 12 cases (one baseline and 11 variations),
droplets were injected (in the form of parcels) from the nozzle
locations at a mass � ow rate per nozzle of 3.91 g/s starting at
t = 0. The droplets were continuously injected, tracked, and
convected out of the domain until the � ow� eld reached a sta-
tistically steady state. Temporal evolution of liquid mass � ux
and LWC pro� les were then determined at six downstream
planes, numbered 1 – 6, located approximately 10, 25, 50, 100,
200, and 400 cm, respectively, from the nozzle plane z loca-
tion. For the LWC pro� les, each plane was divided into 210
equally sized square bins (matrix of 42 3 5). If a particle
passed through a bin, data for the calculation of LWC [see Eq.
(9)] were stored. For each bin, the sum of mp/wp for all par-
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Fig. 4 Schematic of ASTF spray a) solid-pattern and b) X-pat-
tern (both facing upstream). Hollow circles indicate operational
nozzles and solid circles indicate plugged (nonoperational) nozzles.

Fig. 5 Instantaneous parcel distribution in the extracted slice do-
main of the ASTF � ow� eld for baseline case with nozzle locations
indicated on left-hand side.

Fig. 6 Temporal evolution of spatial LWC (gray-scale) distribu-
tion normalized by peak value (1.152 mg/cm3) in the extracted slice
domain for the baseline case, where every 500 cycles represents
60 ms. Black corresponds to an LWC of zero and white corre-
sponds to an LWC of 1.5 times the spatially averaged mean value
of the converged solution.

Fig. 7 Gray-scale distribution of time-averaged vapor distribu-
tion rv (g/cm3) at a y – z plane near the bottom row of injectors in
the extracted slice domain for case 2a. Black corresponds to a
vapor density of zero and white corresponds to a vapor density
of 2.7 3 1028 g/cm3.

ticles passing through in time increments of tf (corresponding
to 0.06 s) was recorded.

Simulations on a One-Quarter Domain

Based on computations described in the previous section,
two calculations were performed to reproduce the LWC in the
full ASTF test section. The various parameters used for the
calculations are the same as in the baseline case of Table 1,
except that Dt = 0.24 ms (to effectively reduce CPU time) and
T = 261 K (to correspond to experimental conditions). The
two calculations are based on two nozzle spray arrangements
that have been used to generate actual icing clouds. These
arrangements (known as the solid-pattern case and the X-pat-
tern case) are shown in Figs. 4a and 4b. Individual nozzle
characteristics (including mass � ow rate) and injector spacing
were the same as used in the previous section. All particles
impacting walls (either symmetry or physical walls) were con-
sidered elastic collisions. To maintain the same bin physical
dimensions, a large increase in the total number of bins was
required (as compared to the extracted case) to collect LWC
data at the same six streamwise locations as before. Even
though the gas � ow� eld computed with NPARC is quarterly
symmetric, the X-pattern case nozzle pattern is not. Therefore,
two separate K-ICE calculations were performed indepen-
dently of each other on two different quarter-sections and then
assembled to present the spray in the full domain. Though this
type of modeling is not as accurate as a half-domain calcula-
tion, it is much less computationally intensive, and errors
should only occur near quarter-section interfaces.

Results and Discussion
Parametric Studies on an Extracted Slice Domain

Baseline and other case results are shown in Figs. 5 – 7 and
are discussed � rst. Figure 5 is a typical instantaneous pro� le
of all the particle locations in the horizontal y – z plane. Note
the hollow-cone spray (issuing from the left) is diffused in the
downstream portions of the domain. Figure 6 shows the base-
line time evolution (shaded plot) of the normalized LWC at
plane 6, where each frame indicates a time average over 500
time steps. Here, only small � uctuations are noted between the
later time of 2000 – 2500 time steps, where the solution can be
considered converged. The steady-state result shows a reduced
LWC near the wall (right-hand side of computational domain),
which is consistent with results of Bragg and Khodadoust.13

Figure 7 is a time-averaged vapor pro� le along a y – z plane
near the bottom row of injectors for case 2a, where white
indicates maximum vapor level and black indicates an absence
of vapor. The continual transverse diffusion of vapor as the
� ow convects to the right is clearly seen. However, even at
the exit, these variations have not been completely eliminated.

Several global characteristics were calculated to characterize
the computational � ow� eld and are summarized in Table 3
along with the computational requirements. For each case, the
varied parameter value is shown, along with (the overallLWC
mean LWC averaged over the plane 6 area and the 0.30 s from
t = 0.18 to 0.48 s), and s (the standard deviation of the con-

verged time-averaged spatial distribution from the overall
mean). The standard deviation is de� ned as

n

2s = (11)(LWC 2 LWC) /(n 2 1)Î iO
i=1

where LWC i is equal to the local time-averaged LWC at bin i
and n is the total number of bins (210). The standard deviation
is a measure of the LWC uniformity, i.e., the lower the stan-
dard deviation, the more uniform the LWC. Alternately, higher
s refers to more nonuniformity. In Table 3, and s areLWC
both normalized by the of case 2b (the no-droplet evap-LWC
oration case).

Computationally, several trends can be noted from Table 3.
A 50% drop in the parcels (and thus computational matrix size)
translates to a 50% reduction in CPU time. Several other res-
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Table 3 Statistical results for extracted slice domain calculation

Case description

Case
Varied

parameter

LWC data
(plane 6)

LWC s

Computer resources

Memory,
MWords

CPU time,a

h

0 See Table 1 0.909 0.233 2.2 0.727
1a NÇp = 20,000 p/s/n 0.904 0.247 2.1 0.375
1b Dt = 0.24 ms 0.900 0.236 2.2 0.416
1c tturb = tturbKIVA-II

0.928 0.179 2.2 0.751
2a pv = nonuniform 0.900 0.238 7.0 2.204
2b rÇp = 0 1.000 0.238 2.2 0.496
3a = 25 mmrp32i

0.989 0.229 2.2 0.800
3b = 2500 cm/suu upi

0.906 0.248 2.2 0.766
3c = 310 KTpi

0.844 0.215 2.2 0.755
4a T = 249 K 0.971 0.235 2.2 0.727
4b p = 0.33 atm 0.888 0.228 2.2 0.726
4c k/kNPARC = 80% 0.910 0.267 2.2 0.739

a
Based on a Cray C-90 operating at ;30 MFlops for the particle and evapo-

ration routines.

Fig. 8 Gray-scale distribution of cross-sectional LWC at axial
plane 6 for a) solid-pattern case and b) X-pattern spray case.
Black corresponds to an LWC of zero and white corresponds to
an LWC of 1.5 times the spatially averaged mean value of the
converged solution.

Fig. 9 Digitized images of ice accretion at plane 6 based on a)
photograph of experiments using collection pipes of the X-pattern
spray case, b) simulation of X-pattern spray case, and c) simula-
tion of solid-pattern spray case. The simulated accretion is rep-
resented by the local thickness of white lines that coincide with
the experimental collection pipe locations.

olution tests were run to con� rm the sensitivity of statistics on
the average number of parcels collected per bin . The resultsnp

are consistent with uncertainty scaling with , as sug-1/ nÏ p

gested by conventional ergodic statistics. Convergence to
within 1% of was achieved with ’ 385, correspond-LWC np

ing to the baseline case of 40,000 parcels injected per second
per nozzle.

As seen in Table 3, the negligible sensitivity of including
the full water-vapor convection and diffusion (case 2a) sug-
gests that predicting local vapor concentration (as opposed to
assuming it is zero everywhere) is not necessary. This is con-
sistent with the maximum vapor pressure resulting from evap-
oration (based on Fig. 7) being several orders of magnitude
less than the saturated vapor pressure at T = 273 K. Therefore,
while the evaporation calculation is critical for obtaining the
correct value of and a slightly more accurate value of sLWC
(as compared to case 2b), the vapor convection and diffusion
calculations, required to predict a nonzero vapor distribution,
have little effect on the results. This is important in that the
vapor computation consumes the majority of the computational
resources for such a calculation, as indicated by a nearly 300%
increase in CPU time and memory for case 2a.

Also seen from Table 3, the three most crucial physical pa-
rameters affecting s are droplet initial velocity, initial droplet
temperature, and tunnel turbulence. The � rst result (case 3b)
yields higher s for a doubling of is because of decreaseduu upi

inertia of the droplets at injection, spreading the droplets less
effectively from the nozzle origin and creating less uniformity.
The second result (case 3c) shows a lower s for a 10-deg
increase in and is caused by the increased droplet evapo-Tpi

ration after droplets have already been spread by the nozzle,
resulting in smaller droplets with smaller Stokes numbers that
can diffuse more effectively. The third result (case 4c) shows
a 20% decrease in turbulent kinetic energy can signi� cantly
reduce s and is because of the subsequent reduced turbulent
dispersion of the droplets. Another crucial physical parameter
affecting s is droplet injection radius (case 3a), though it is
not completely evident by the results listed in Table 3. In a
previous study, when original KIVA-II turbulent time scales
were considered (causing greater dispersion), the increasing
droplet size tended to decrease the uniformity since the larger
Stokes number droplets were unable to disperse as quickly and
tended to simply follow the mean � ow. In another previous
study, when decreased turbulent eddy interaction times were
considered, increasing droplet size tended to increase the uni-
formity, because of the domination of the initial spray inertia
in dispersing droplets. Thus, in the current study, the increasing
droplet size coincidentally did not in� uence the uniformity be-
cause of the counteractive effects, but, in general, its in� uence
can be signi� cant.

Simulations on a One-Quarter Domain

The LWC distributions at plane 6 of both the solid-pattern
case and X-pattern case are shown in Figs. 8a and 8b, nor-
malized by the same value as in the parametric study. In each
plot, the sections (a single quarter-section for the solid-pattern
and two different quarter-sections for the X-pattern) are pieced
together and arranged to produce a full ASTF test cell cross
section. The solid-pattern case is characterized by a fairly uni-
form LWC distribution, except for around the tunnel walls and
at several locations inside the cross section where low LWC
regions (holes) are located. These holes correspond to loca-
tions where nozzles were not used (see Fig. 4a). The X-pattern
case exhibits many of the same characteristics, with additional
LWC holes corresponding to locations of nozzles not in use
(see Fig. 4b). In this case, the pattern of the X in the nozzle
con� guration is clearly evident, with a secondary pattern of
low LWC showing at the left and right of the X.

To investigate the � delity of the simulation, the X-pattern
case is compared against a digitized image of a photograph of
ice accretion on a series of pipes arranged across the ASTF
test section in an actual experimental test of the X-pattern (see
Fig. 9a). The digitized image tends to color all locations with
photographed ice as white and all other structures as black.
The large white region in the upper-right portion of the image
is the result of a faulty nozzle that sprayed a continuous water
stream down the tunnel length. Note that the region at the very
bottom of the image (lowest spray bar) was set to black to
eliminate some digitization errors. Since the circumference of
the accreted ice can be approximated as linearly proportional
to LWC (Ref. 3), and the diameter is linearly related to the
circumference, the thickness of the white regions in Fig. 9a
(which is the accreted ice diameter), can thus be approximately
linearly related to LWC.

To simulate the digitized photograph of Fig. 9a using cal-
culated LWC results, data were extracted from the X-pattern
results only in regions where pipes are located in the photo-
graph. The resulting LWC was numerically smoothed over a
length scale consistent with the experimental pipe diameter.
The simulated accretion (Fig. 9b) is then represented by the
local thickness (based on local LWC) of white lines, which
coincide with the experimental collection pipe locations. Since
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the collection ef� ciency of the icing pipes was not known, the
total simulated ice accretion (as measured by fraction of the
image that is white) was adjusted to match the total experi-
mental ice accretion (excluding the accretion from the faulty
experimental nozzle). Note that the LWC in the region at the
very bottom part of the plot was set to zero to match the same
correction made to the digitized photograph when the lower
portion was set to black.

The processed image in Fig. 9b shows strong similarity to
the digitized photograph of Fig. 9a, though it is unclear as to
the extent that the two images can be correlated, for example,
the digitized experimental accretion is not necessarily linearly
proportional to LWC, and the calculation may contain errors
because of uncertainty in turbulent dispersion. Qualitatively,
however, both the computed and photographed ice accretion
patterns resemble each other signi� cantly. It is important to
note that neither image clearly shows the detailed structures
present in the higher resolution pattern of Fig. 8b. This indi-
cates how the loss in measurement resolution signi� cantly al-
ters the perceived structure of the LWC.

Figure 9c is a processed image of the LWC levels of the
solid-pattern case in the regions where accretion pipes would
be located. The image was produced in the same fashion as
the image of Fig. 9b. While this compares well with experi-
ment, as before, the comparison is largely qualitative. It is
again important to note that this � gure is in contrast to the
corresponding solid-pattern LWC pro� le structure of Fig. 8a
where deviations in the LWC are more apparent than in the
processed image of Fig. 9c. Thus, Fig. 9c gives the appearance
of fairly uniform LWC in the majority of the center portion of
the domain.

Conclusions
Several conclusions were derived from the study. Through

parametric studies, the present numerical scheme proved to be
ef� cient in computing liquid water content (LWC) distributions
for complex geometries. Fortunately, the icing tunnel regime
allows one to simplify the physics that need to be modeled,
most importantly that we may neglect the spatial variations in
vapor distribution, the calculation of which causes a substantial
increase in computational cost. While less turbulence is often
a desired feature of wind tunnels, it has been shown that in-
creasing tunnel turbulence levels can be an effective means of
creating LWC uniformity. Aside from tunnel conditions, initial
droplet conditions have also proven to be instrumental in
changing the uniformity. Larger droplets and higher injection
velocities seem to provide greater uniformity, though there
may be a limit imposed by proper cloud droplet sizes and
nozzle design. It was also shown that proper statistical sam-
pling is necessary to provide converged characteristics of the
LWC.

Employing the results of the parametric studies, two separate
LWC calculations were made for a full test cell domain with
optimal computational parameters and proper � ow and droplet
conditions. In one case, the X-pattern case, a digitized image

of a photograph of ice accretion on pipes in the test section
was used to determine physical accuracy of the computation.
Using a process that changed computed LWC data into equiv-
alent ice thickness where pipes existed in the experiment, an
image was produced that has a strong similarity to the digitized
photograph. However, the simulated ice thickness images
(which were diffused to give a resolution consistent with that
of the experiment), failed to reveal signi� cant small-scale de-
viations in LWC when compared to the high spatial resolution
calculations. This indicates that high resolution may be critical
for accurate judgment of LWC uniformity.
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